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Disentangle in Stage Disentangle in Process
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𝐼𝐼𝑅𝑅,𝑖𝑖 𝐼𝐼𝐵𝐵 = 𝑓𝑓𝐵𝐵(𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 − 𝑓𝑓𝑅𝑅(𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅))
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Li R, Cheong L F, Tan R T. Single image deraining using scale-aware multi-stage recurrent network[J]. arXiv
preprint arXiv:1712.06830, 2017.
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Li X, Wu J, Lin Z, et al. Recurrent squeeze-and-excitation context aggregation net for single image deraining
[C]// Proceedings of the European conference on computer vision (ECCV). 2018: 254-269.
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Ren D, Zuo W, Hu Q, et al. Progressive image deraining networks: A better and simpler baseline[C]// 
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2019: 3937-3946.
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1) Existing methods regard the image deraining as a simple rain

streaks removal problem, which ignores the additional

degradation side effects for background recovery

2) The cascaded and recurrent manners cause great computational

cost, which is computationally or memory expensive for many

real-world applications with resource-constrained devices

Limitations:
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Deng S, Wei M, Wang J, et al. Detail-recovery image deraining via context aggregation networks [C]// 
Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2020: 14560-14569.

Arxiv’2017
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1) The rain estimation and detail recovery are isolated.

2) The network treats the whole image equally, which fail to focus on

the degradation regions.

Limitations:
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Motivation
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Degradation location and intensity
mask



Degradation learning + recoveryDegradation learning or recovery

Degradation learning + recovery + association
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Fitting results of “Y" channel histogram for Real and Synthetic samples. “Rain" and
“Rain-LR" denote the original and corresponding low-dimension space distribution of
rainy image.
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Jiang K, Wang Z, Wang Z, et al. et al. DANet: Image Deraining via Dynamic Association Learning[C]//IJCAI. 
2022.
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 visualization

(a) Input image (c) Association 

feature

(f) Ground Truth(b) Perturbation 

mask

(d) Enhanced 

results
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 Ablation Studies

Table.1. Ablation study on the depth-wise separable convolutions (DSC), associated learning module
(ALM), selective fusion block (SFB), SSIM loss, super-resolution (SR), original resolution branch (ORB)
and encoder-decoder branch (EDB) on Test1200 dataset. We obtain the model parameters (Million (M)),
average inference time (Second (S)), and calculation complexity (GFlops (G)) of deraining on images
with the resolution size of 512x512.
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 Compared results on synthetic rainy datasets

 Compared results on real rainy datasets
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(a) Rainy input (c) IADN (f) DANet(b) PreNet (e) DRDNet(d) MSPFN

[b] D. Ren, W. Zuo, Q. Hu, P. Zhu, and D. Meng, “Progressive image deraining networks: a better and simpler baseline,” in CVPR,
2019, pp. 3937–3946.
[c] K. Jiang, Z. Wang, P. Yi, C. Chen, Z. Han, T. Lu, B. Huang, and J. Jiang, “Decomposition makes better rain removal: An improved
attention-guided deraining network,” IEEE Trans. Circuits Syst. Video Technol., pp. 1–1, 2020.
[d] Jiang K, Wang Z, Yi P, et al. "Multi-Scale Progressive Fusion Network for Single Image Deraining," IEEE CVPR, 2020, pp. 8343-
8352.
[e] S. Deng, M. Wei, J. Wang, Y. Feng, L. Liang, H. Xie, F. L. Wang, and M. Wang, “Detail-recovery image deraining via context
aggregation networks,” in CVPR, 2020, pp. 14 548–14 557.
[f] Jiang K, Wang Z, Yi P, et al. “Image Enhancement via Associated Perturbation Removal and Texture Reconstruction Learning,”
2021.

 Visual results on real-world rainy scenarios
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𝐼𝐼𝐿𝐿 = 𝜃𝜃 𝐼𝐼, 𝐼𝐼𝑁𝑁 (1)（a）scene one

（b） scene one

𝐼𝐼𝐿𝐿 = 𝐼𝐼𝑅𝑅 ∘ 𝐼𝐼𝑇𝑇 (2)

𝐼𝐼𝐿𝐿 → 𝐼𝐼

𝐼𝐼𝐿𝐿 − 𝐼𝐼𝑁𝑁 → 𝐼𝐼

𝐼𝐼𝑇𝑇 → 𝐼𝐼

𝐼𝐼𝑅𝑅 , 𝐼𝐼𝑇𝑇 → 𝐼𝐼

Analyses 

Disentangle in Process----low-light enhancement

𝑰𝑰𝑳𝑳 :denotes the low-light input ； 𝑰𝑰𝑵𝑵 :is the
degradation perturbation, including the noise,
exposure, etc；𝑰𝑰: refers to the normal-light image；
𝑰𝑰𝑹𝑹 : the reflectance ； 𝑰𝑰𝑻𝑻 : is the illumination ； ∘
denotes the element-wise product

Additive model

Retinex model

Drawbacks: 
1) heavily rely on the diversity and quality of synthetic training samples 
2) simplify the imaging model when coping with the enhancement task, thus 

sacrificing representation precision,



𝐼𝐼𝐿𝐿 = 𝐼𝐼𝐷𝐷 + 𝐼𝐼 + 𝑓𝑓 𝐼𝐼, 𝐼𝐼𝐷𝐷 (3)

𝐼𝐼𝐿𝐿 = 𝐼𝐼𝐷𝐷 + 𝐼𝐼 + 𝑓𝑓 𝐼𝐼, 𝐼𝐼𝐷𝐷 = 𝐼𝐼𝐷𝐷 + 𝜑𝜑 𝐼𝐼, 𝐼𝐼𝐷𝐷 (4)

𝐼𝐼 = 𝜑𝜑−1 𝐼𝐼𝐿𝐿 − ∅(𝐼𝐼𝐿𝐿 ) (6)

𝜑𝜑 𝐼𝐼, 𝐼𝐼𝐷𝐷 = 𝐼𝐼𝐿𝐿 − 𝐼𝐼𝐷𝐷 (5)

𝐼𝐼𝐷𝐷 = ∅(𝐼𝐼𝐿𝐿 )

motivation

Image 
enhancement

Degradation 
learning
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𝐼𝐼𝐿𝐿 = 𝐼𝐼𝐷𝐷 + 𝐼𝐼 + 𝑓𝑓 𝐼𝐼, 𝐼𝐼𝐷𝐷 (3)

𝐼𝐼𝐿𝐿 = 𝐼𝐼𝐷𝐷 + 𝐼𝐼 + 𝑓𝑓 𝐼𝐼, 𝐼𝐼𝐷𝐷 = 𝐼𝐼𝐷𝐷 + 𝜑𝜑 𝐼𝐼, 𝐼𝐼𝐷𝐷 (4)

𝐼𝐼𝐿𝐿,𝑟𝑟𝑟𝑟𝑟𝑟
∗ = 𝐼𝐼𝐷𝐷 + 𝜑𝜑 𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟∗ , 𝐼𝐼𝐷𝐷 (8)

𝜑𝜑 𝐼𝐼, 𝐼𝐼𝐷𝐷 = 𝐼𝐼𝐿𝐿 − 𝐼𝐼𝐷𝐷 (5)

𝐼𝐼𝐷𝐷 = ∅(𝐼𝐼𝐿𝐿 )

motivation

𝐼𝐼𝐿𝐿,𝑟𝑟𝑟𝑟𝑟𝑟
∗ = 𝐼𝐼𝐷𝐷 + 𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟∗ + 𝑓𝑓 𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟∗ , 𝐼𝐼𝐷𝐷 (7)

𝐼𝐼𝐿𝐿,𝑟𝑟𝑟𝑟𝑟𝑟
∗ = 𝐼𝐼𝐷𝐷 + 𝐼𝐼ref (9)

𝐼𝐼ref = 𝜑𝜑 𝐼𝐼𝑟𝑟𝑟𝑟𝑟𝑟∗ , 𝐼𝐼𝐷𝐷
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Degradation learning Texture refinement

Disentangle in Process----low-light enhancement

Jiang K, Wang Z, Wang Z, et al. Degrade is upgrade: Learning degradation for low-light image
enhancement[C]//Proceedings of the AAAI Conference on Artificial Intelligence. 2022, 36(1): 1078-1086.



(a) Low-light input (f) Normal-light image (b) Degrdation factors (b) Visualiozation

 Visualization of the degradation learning
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Visualization of the degradation learning 



 Sample generation
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Visualization of the synthetic low-light images by the degradation generator (DeG) 



 Sample generation evaluation
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Fitting results of Y channel histogram 



(a) Low-light input (c) Kind (f) EnlightenGAN(b) RetinenNet (e) CSRNet(d) MIRNet (g) Ours

[b] C. Wei, W. Wang, W. Yang, and J. Liu, “Deep retinex decomposition for low-light enhancement,” in BMVC, 2018, p. 155.
[c] Y. Zhang, J. Zhang, and X. Guo, “Kindling the darkness: A practical low-light image enhancer,” ACM MM., 2019.
[d] S. W. Zamir, A. Arora, S. H. Khan, M. Hayat, F. S. Khan, M. Yang, and L. Shao, “Learning enriched features for real image 
restoration and enhancement,” in ECCV, vol. 12370, 2020, pp. 492–511.
[e] J. He, Y. Liu, Y. Qiao, and C. Dong, “Conditional sequential modulation for efficient global image retouching,” in ECCV, vol. 12358, 
2020,
pp. 679–695.
[f] Y. Jiang, X. Gong, D. Liu, Y. Cheng, C. Fang, X. Shen, J. Yang, P. Zhou, and Z. Wang, “Enlightengan: Deep light enhancement 
without paired supervision,” IEEE Trans. Image Process., vol. 30, pp. 2340–2349, 2021.
[g] Jiang K, Wang Z, Yi P, et al. “Degrade is Upgrade: Learning Degradation for Low-light Image Enhancement,” AAAI, 2022.

 Comparison results on real-world scenarios
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(a) low-light input (c) RetinenNet (f) Kind(b) LIME (e) Zero-DCE(d) Deep-UPE (g) Ours

[b] X. Guo, Y. Li, and H. Ling. Lime: Low-light image enhancement via illumination map estimation. IEEE Trans. Image Process., 
26(2):982–993, 2017. 
[c] C. Wei, W. Wang, W. Yang, and J. Liu, “Deep retinex decomposition for low-light enhancement,” in BMVC, 2018, p. 155.
[d] Ruixing Wang, Qing Zhang, Chi-Wing Fu, Xiaoyong Shen, Wei-Shi Zheng, and Jiaya Jia. Underexposed photo enhancement 
using deep illumination estimation. In CVPR, pages 6849–6857, 2019. 
[e] C. Guo, C. Li, J. Guo, C. C. Loy, J. Hou, S. Kwong, and R. Cong. Zero-reference deep curve estimation for low-light image 
enhancement. In CVPR, pages 1777–1786, 2020.
[f] Y. Zhang, J. Zhang, and X. Guo, “Kindling the darkness: A practical low-light image enhancer,” ACM MM., 2019.
[g] Jiang K, Wang Z, Yi P, et al. “Degrade is Upgrade: Learning Degradation for Low-light Image Enhancement,” AAAI, 2022.

 Low-light enhancement + detection
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Disentangle in Content----image deraining

Rain layer

Background layer

Background
component

Rain 
component

Rainy input Rain layer Background layer

Processes –based  method

Content –based  method

stage –based process –based



[1] Jiang K, Wang Z, Yi P, et al. “Rain-free and Residue Hand-in-Hand: A Progressive Coupled Network for Real-
Time Image Deraining,” IEEE T-IP, 2021. 
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Framework of the proposed progressive coupled network (PCNet) 

 Framework



 Coupled representation module

40% 
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Architecture of our proposed coupled representation module (CRM)



 Visualization 

Visualization of the effects of our coupled representation.
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 Compared results on synthetic rainy datasets

Disentangle in Content----image deraining



(a) Rainy input (f) MSPFN (h) Ground Truth(e) PreNet (g) Ours

[b] X. Li, J. Wu, Z. Lin, H. Liu, and H. Zha, “Recurrent squeeze-and excitation context aggregation net for single image deraining,” in
ECCV, 2018, pp. 254–269.
[c] [d] X. Fu, B. Liang, Y. Huang, X. Ding, and J. Paisley, “Lightweight pyramid networks for image deraining,” IEEE Transactions on
Neural Networks and Learning Systems, vol. 31, no. 6, pp. 1794–1807, 2020.
[d] S. Li, W. Ren, J. Zhang, J. Yu, and X. Guo, “Single image rain removal via a deep decomposition–composition network,”
Computer Vision and Image Understanding, 2019.
[e] D. Ren, W. Zuo, Q. Hu, P. Zhu, and D. Meng, “Progressive image deraining networks: a better and simpler baseline,” in CVPR,
2019, pp. 3937–3946.
[f] Jiang K, Wang Z, Yi P, et al. "Multi-Scale Progressive Fusion Network for Single Image Deraining," IEEE CVPR, 2020, pp. 8343-
8352.
[g] Jiang K, Wang Z, Yi P, et al. “Rain-free and Residue Hand-in-Hand: A Progressive Coupled Network for Real-Time Image
Deraining,” IEEE T-IP, 2021.

(d) DDC(c) LPNet(b) RESCAN

 Image deraining+ segmentation
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Low-light + rainy input Deraining + low-light enhancement

Disentangle in image enhancement



If you have any questions or concerns, 
please do not hesitate to email:

kuijiang@whu.edu.cn
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