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Outline

• Task (Domain Adaptation for Segmentation)


• (IJCAI 2020) Unsupervised Scene Adaptation with Memory Regularization in vivo 


• (IJCV 2021) Rectifying Pseudo Label Learning via Uncertainty Estimation for 
Domain Adaptive Semantic Segmentation


• Future Research Directions 



Domain Gap

Labeled Source-domain Data Unlabeled Target-domain Data 

GTA5 GAME Real World

Pixel Level 的标注累啊！🥱



Domain Adaptation
Labeled Source-domain Data 

Unlabeled Target-domain Data 

Target-domain Test Data

Training Test



Domain Adaptation

•How to formulate this problem？ 
• Semi-supervised Learning


• Inductive Learning
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Motivation：Inconsistency？



Exisiting Semi-Supervised Methods (Memory)

Co-training is all 
your need !



What is advantages of Memory?

• One teacher model for unlabelled data;


• Save computation cost & Always up-to-the-date;


• Will the auxiliary classifier hurt the primary classifier? No. 



The Proposed Method
Why two stage?



The Proposed Method (Stage-I)



The Proposed Method (Stage-II)



The Proposed Method (Stage-II)



Ablation Study
Stage-I

Stage-II



Comparison with the State-of-the-art

From 37.2% to 48.3% 

On GTA5 -> CityScapes

From 35.2% to 46.5% 

On SYNTHIA -> CityScapes



What is advantages of Memory?

• One teacher model for unlabelled data;


• Save computation cost & Always up-to-the-date;


• Will the auxiliary classifier hurt the primary classifier? No. 


•But pseudo labels are noisy.
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Motivation： Pseudo Labels contain lots of noise.



Motivation： Pseudo Labels contain lots of noise.

Threshold??   
Automatic Threshold.



Background： Uncertainty

1. Epistemic Uncertainty - Model Uncertainty

2. Aleatoric Uncertainty - Data Uncertainty



Background： Uncertainty Reference

1. Robust Person Re-identification by Modelling Feature Uncertainty. ICCV 2019 

2. 周志华 深度学习 ⻉叶斯⽹络

3. Training deep neural networks on noisy labels with bootstrapping. ICML 
workshop 

4. What uncertainties do we need in bayesian deep learning for computer 
vision? NeurIPS, 2017.  

5. (Reviewer 补充) Dropout as a bayesian approximation: Representing model 
uncertainty in deep learning. In ICML.



Background： Uncertainty

旷视上海研究院院⻓危夷晨：不确定性学习在视觉识别中的应⽤

https://www.bilibili.com/video/BV1RJ411D7QA



Background： High Certainty

1. ⼀般模糊的物体，在深度估计时会觉得很
远（容易⾼估）。⽽清晰的物体，⼀般会觉
得很近（容易低估）。

2. ⼀般消失线⽐较明显的物体，⽐如向远⽅
延伸⽽消失的路啊，深度估计⽐较容易。⽽
像没什么特别的强，就很难估计深度。



Background： Low Certainty



Uncertainty Formulation

Large Variance

= More Noise



Uncertainty as Automatic Threshold to 
Rectify

Small weight for high uncertain label.

Original loss

Avoid large value.



Experiment

Pseudo Label Quality Dropout



Experiment

Variance Vs Confidence Score
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https://arxiv.org/pdf/2103.15685.pdf
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Future Research Directions 

•Old-School Theory can Do Many Things. 
(Contrastive Learning? Ladder Network? 
Adaboost for Domain Adaptation.) 


•Prior Knowledge always helps. (3D human 
structure etc.)

[1] Adaptive Boosting for Domain Adaptation: Towards Robust Predictions in Scene Segmentation

[2] Parameter-Efficient Person Re-identification in the 3D Space



Zhedong Zheng (http://zdzheng.xyz) 
NExT Research Centre, National University of Singapore

Thanks a lot ! 


